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Approximation in bases

Background reading

These notes are based on the following sources:

1. Chapters 4,7,9 of: Stephane Mallat. A wavelet tour of signal processing: the sparse way. Academic
press, 2008.

2. Chapter 2 of: Eugenio Hernández and Guido Weiss. A first course on wavelets. CRC press, 1996.

Lecture 1

1 Introduction

A ubiquitous problem in engineering or mathematics is the following:

Given a function f(t) defined for t ∈ R, for simplicity suppose that f ∈ L2(R), how can we trans-
mit/store/analyse this function from finitely many values?

To give some examples:

1. f is a voice signal and we want to transmit it over a telephone line.

2. f is the cross-section of a body whose image we want to reconstruct using finitely many samples.

3. f is an image that we want to put onto a compact disk.

Suppose we have an orthonormal basis {gn : n ∈ Z} in L2(R), then we know that

f =
∑
n∈Z

cngn, cn = 〈f, gn〉.

Then, the coefficients {cn}n∈Z provides a discrete representation of f . In practice, we will choose some finite
set Λ ⊂ Z and process only the coefficients {cn}n∈Λ. One would hope that

f ≈
∑
n∈Λ

cngn.

From classical Fourier analysis, we know that { 1√
2Bπ

eiB
−1k· : k ∈ Z} is an orthonormal basis of L2([−Bπ,Bπ]).

So, given any f ∈ L2([−Bπ,Bπ]),

f(x) =
1

2Bπ

∑
k∈Z

f̂(kB−1)eikB
−1x. (1)

Recall that, the Fourier transform of f ∈ L1(R) is defined by

f̂(ξ) =

∫
R
f(x)e−ixξdx, ξ ∈ R

and this definition can be extended to L2(R) since L1(R) ∩ L2(R) is dense in L2(R).

A direct consequence of (1) is the celebrated Shannon-Nyquist-Whittaker sampling theorem:
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Theorem 1. Suppose f̂ is piecewise smooth and continuous and f̂(ξ) = 0 for all |ξ| > Bπ. Then,

f(x) =
∑
k∈Z

f

(
k

B

)
ϕ

(
x− k

B

)
,

where ϕ(x) = sin(πBx)
πBx . We also have that

fN =
∑
|k|6N

f

(
k

B

)
ϕ

(
· − k

B

)
→ f in L∞(R).

Although the Shannon-Nyquist-Whittaker theorem provides a discrete representation of functions and de-
scribes how one may approximate f with finitely many values. However, interpolation with ϕ is rarely used
in practice due to its slow decay. Furthermore, Fourier representations have the drawback of requiring many
samples or coefficients to represent localized events. More precisely, the support of the functions eikB

−1· over
the entire real line, so changing f locally will result in a change in all its coefficients f̂(kB−1).

Wavelets:
Definition 1. We say that a function ψ ∈ L2(R) is a wavelet for L2(R) if{

ψj,k := 2j/2ψ(2j · −k) ; j, k ∈ Z
}

forms an orthonormal basis of L2(R).

In 1910, Haar constructed the wavelet basis (although it was not known as such), by choosing

ψ = 1[−1,−1/2) − 1[−1/2,0),

he showed that {
ψj,k := 2j/2ψ(2j · −k) ; j, k ∈ Z

}
forms an orthonormal basis of L2(R). The basis functions are compactly supported, and large coefficients
occur at sharp signal transitions (discontinuities) only.

In 1980, Strömberg discovered a piecewise linear wavelet ψ which yields better approximation properties for
smooth functions. Unaware of this result, Meyer tried to prove that there does not exist a regular wavelet
which generates an orthonormal basis. Instead of proving this, his attempt led to the construction of an entire
family of orthonormal wavelet bases which are infinitely continuously differentiable. The work of Meyer led
to a scurry of research on wavelets throughout the late 1980’s and 1990’s. In the following sections, we shall
study the systematic approach of constructing orthonormal wavelet bases via multiresolution analysis, which
was established by Meyer and Mallat.

2 Multiresolution analysis

Definition 2. A multiresolution analysis (MRA) consists of a sequence of closed subspaces Vj of L2(R),
with j ∈ Z, satisfying the following.

(I) Vj ⊂ Vj+1 for all j ∈ Z.

(II) For all j ∈ Z, f ∈ Vj if and only if f(2·) ∈ Vj+1.

(III) limj→−∞ Vj =
⋂
j∈Z Vj = {0}.
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(IV) limj→+∞ Vj =
⋃
j∈Z Vj = L2(R).

(V) There exists ϕ ∈ V0 such that {ϕ(· − k) ; k ∈ Z} is an orthonormal basis for V0.

The function ϕ in (V) is called a scaling function for the MRA.

Note that condition (II) implies that {ϕj,k ; k ∈ Z} is an orthonormal basis for Vj .

Lecture 2

2.1 On the conditions of an MRA

In the following, let T = [−π, π). Recall that
{

1√
2π

exp(in·) ; n ∈ Z
}

is an orthonormal basis for L2(T).

Theorem 2. Recall the conditions of Definition 2. Then, (I), (II) and (V) implies (III).

Proof. Assume (I), (II) and that {ϕ(· − k) ; k ∈ Z} is an orthonormal basis of V0. To prove (III), we need
to show that for all f ∈ L2(R), ||Pjf ||L2 → 0 as j → −∞, where Pj is the orthogonal projection onto Vj .

Suppose first that f ∈ L2(R) is bounded with ||f ||∞ 6 A and has compact support in [−2J , 2J ]. Since
{ϕj,k ; k ∈ Z} is an orthonormal basis for Vj ,

||Pjf ||2L2 =
∑
k∈Z
|〈f, ϕj,k〉|2 =

∑
k∈Z

∣∣∣2j/2 ∫ 2J

−2J
f(t)ϕ(2jt− k)dt

∣∣∣2
6 A2

∑
k∈Z

2j

(∫ 2J

−2J

∣∣ϕ(2jt− k)
∣∣dt)2

6 A2
∑
k∈Z

2J+12j
∫ 2J

−2J

∣∣ϕ(2jt− k)
∣∣2 dt

= A2
∑
k∈Z

2J+1

∫ 2J+j−k

−2J+j−k
|ϕ(x)|2 dx = A22J+1

∫
|ϕ(x)|2 1Sj (x)dx

where Sj =
⋃
k∈Z[k− 2J+j , k+ 2J+j ], provided that J + j 6 −1. Since 1Sj (x)→ 0 for a.e. x ∈ R as j →∞,

by the dominated convergence theorem,∫
|ϕ(x)|2 1Sj (x)dx→ 0, j →∞.

Therefore, ||Pjf ||2 → 0 as j → ∞. Since the set of bounded functions with compact support is dense in
L2(R), it follows that for all f ∈ L2(R), ||Pjf ||2 → 0 as j →∞.

Theorem 3. Let {Vj}j∈Z be a sequence of closed subspaces of L2(R) satisfying (I), (II) and (V). Assume
that |ϕ̂| is continuous at 0. Then

ϕ̂(0) 6= 0 ⇐⇒
⋃
j∈Z

Vj = L2(R).

Moreover, if either case holds, |ϕ̂(0)| = 1.

Proof. Assume that ϕ̂(0) 6= 0. Let W =
⋃
j∈Z Vj . To prove that W = L2(R), we simply need to show that

W⊥ = {0}. For f ∈ W⊥, let R > 0 and let g ∈ L2(R) be such that ĝ = f̂1[−R,R]. Let Pj be the orthogonal
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projection onto Vj . By definition of f , Pjf = 0 for all j ∈ N. Moreover,

||Pjg||2 =
∑
k∈Z
|〈g, ϕj,k〉|2 =

1

2π

∑
k∈Z

∣∣∣ ∫ ĝ(ξ)ϕ̂j,k(ξ)dξ
∣∣∣2

=
1

2π

∑
k∈Z

∣∣∣2−j/2 ∫ ĝ(ξ)ϕ̂(
ξ

2j
)eik2−jξdξ

∣∣∣2 =
1

2π

∑
k∈Z

∣∣∣2−j/2 ∫ 2jπ

−2jπ

ĝ(ξ)ϕ̂(
ξ

2j
)eik2−jξdξ

∣∣∣2
provided that j is sufficiently large so that 2jπ > R. Note that

{
ek := 1√

2π2j
exp(ik · /2j) ; k ∈ Z

}
is an

orthonormal basis for L2([−2jπ, 2jπ]). So,

||Pjg||2 =
∑
k∈Z

∣∣〈ĝϕ̂(2−j ·), ek〉
∣∣2 =

∫ R

−R

∣∣ĝ(ξ)ϕ̂(2−jξ)
∣∣2 dξ.

Now,
∣∣ϕ̂(2−jξ)

∣∣→ |ϕ̂(0)| uniformly on [−R,R] as j →∞, so∫ R

−R

∣∣ĝ(ξ)ϕ̂(2−jξ)
∣∣2 dξ → |ϕ̂(0)|2

∫ R

−R
|ĝ(ξ)|2 dξ = |ϕ̂(0)|2

∫ R

−R

∣∣∣f̂(ξ)
∣∣∣2 dξ,

as j →∞. Also,

||Pjg||2 = ||Pjg − Pjf ||2 6 ||g − f ||2 =
1

2π

∫
|ξ|>R

∣∣∣f̂(ξ)
∣∣∣2 dξ.

Therefore,

|ϕ̂(0)|2
∫ R

−R

∣∣∣f̂(ξ)
∣∣∣2 dξ 6

1

2π

∫
|ξ|>R

∣∣∣f̂(ξ)
∣∣∣2 dξ.

Since R is arbitrary and ϕ̂(0) 6= 0, it follows that f = 0.

To prove the converse direction, let W =
⋃
j∈Z Vj = L2(R). Let f be such that f̂ = 1[−1,1]. Then,

||f ||2L2 =
1

2π
||f̂ ||2L2 =

1

π
.

Let Pj be the orthogonal projection onto Vj . Then, ||Pjf − f ||L2 → 0 as j → ∞ by assumption. So,
||Pjf ||L2 → ||f ||L2 . In particular,

||Pjf ||2L2 =
∑
k∈Z
|〈f, ϕj,k〉|2 →

1

π
, j →∞.

By Plancherel, we have that

〈f, ϕj,k〉 =
1

2π

∫
R
f̂(ξ)ϕ̂j,k(ξ)dξ.

So,

||Pjf ||2L2 =
1

4π2

∑
k∈Z

∣∣∣∣∫
R
f̂(ξ)ϕ̂j,k(ξ)dξ

∣∣∣∣2 =
1

4π2

∑
k∈Z

∣∣∣∣∫ 1

−1

2−j/2ϕ̂(
ξ

2j
)e−iξk/2jdξ

∣∣∣∣2

=
2j

4π2

∑
k∈Z

∣∣∣∣∣
∫ 2−j

−2−j
ϕ̂(ξ)eiξkdξ

∣∣∣∣∣
2

=
2j

2π

∑
k∈Z

∣∣∣∣〈 1√
2π
ei·k, ϕ̂1[−2−j ,2−j ]〉

∣∣∣∣2 ,
for j large enough such that [−2−j , 2−j ] ⊂ [−π, π]. Since ϕ̂1[−2−j ,2−j ] ∈ L2(T), we have that

2j

2π

∫ ∣∣ϕ̂(µ)1[−2−j ,2−j ](µ)
∣∣2 dµ =

2j

2π

∫ 2−j

−2−j
|ϕ̂(µ)|2 dµ→ 1

π
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as j →∞. By continuity of |ϕ̂| at 0, the integral expression on the LHS tends to 1
π |ϕ̂(0)| and it thus follows

that |ϕ̂(0)| = 1.

Proposition 1. Let g ∈ L2(R). Then, {g(· − k) ; k ∈ Z} is an orthonormal system if and only if∑
k∈Z
|ĝ(ξ + 2kπ)|2 = 1, a.e. ξ ∈ R.

Proof. Let δk,0 equal 0 if k 6= 0 and equal 1 if k = 0. By Plancherel,∫
R
g(x)g(x− k)dx =

1

2π

∫
ĝ(ξ)ĝ(ξ)eikξdξ.

So, ∫
R
g(x)g(x− k)dx =

1

2π

∫
|ĝ(ξ)|2 eikξdξ

=
1

2π

∑
n∈Z

∫ 2π(n+1)

2πn

|ĝ(ξ)|2 eikξdξ

=
1

2π

∑
n∈Z

∫ 2π

0

|ĝ(ξ + 2πn)|2 eikξdξ

=
1

2π

∫ 2π

0

(∑
n∈Z
|ĝ(ξ + 2πn)|2

)
eikξdξ.

Therefore,

δ0,k =

∫
R
g(x)g(x− k)dx

if and only if the 2π-periodic function
∑
n∈Z |ĝ(ξ + 2πn)|2 has its zeroth Fourier coefficient equal to 1 and

all other Fourier coefficients equal to 0, i.e.∑
n∈Z
|ĝ(ξ + 2πn)|2 = 1, a.e..

2.2 Construction of wavelets from an MRA

Let W0 be the orthogonal complement of V0 in V1, so that

V1 = V0 ⊕W0.

If we dilate elements in W0 by 2j (for ψ ∈W0, consider ψ(2j ·)), we get Wj such that

Vj+1 = Vj ⊕Wj , ∀j ∈ Z.

Since Vj → {0} as j → −∞, we have that

Vj+1 = Vj ⊕Wj = Vj−1 ⊕Wj−1 ⊕Wj = ⊕jl=−∞Wl.

Also, since Vj → L2(R) as j → +∞,
L2(R) = ⊕

j∈Z
Wj .

If we can find ψ ∈W0 such that {ψ0,k}k∈Z is an orthonormal basis of W0, then {ψj,k}k∈Z is an orthonormal
basis of Wj (by (II)). This implies that

{ψj,k ; j, k ∈ Z}
is an orthonormal basis of L2(R).
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The low pass filter Note that
1

2
ϕ(
·
2

) ∈ V−1 ⊂ V0.

By (V),
1

2
ϕ(
·
2

) =
∑
k

αkϕ(·+ k)

where

αk =
1

2

∫
ϕ(
x

2
)ϕ(x+ k)dx,

∑
k

|αk|2 <∞.

By applying the Fourier transform,

ϕ̂(2ξ) =
∑
k

αkϕ̂(ξ)eikξ =: m0(ξ)ϕ(ξ).

The 2π-periodic function m0(ξ) =
∑
k αke

ikξ is an element of L2(T) and is call the low pass filter of ϕ.

Lemma 1. For a.e. ξ ∈ R, |m0(ξ)|2 + |m0(ξ + π)|2 = 1.

Proof. By Proposition 1,
∑
k∈Z |ϕ̂(2ξ + 2kπ)|2 = 1 for a.e. ξ ∈ R. Since ϕ̂(2ξ) = ϕ̂(ξ)m0(ξ),∑

k∈Z
|ϕ̂(ξ + kπ)m0(ξ + kπ)|2 = 1.

By splitting the sum over odd and even indices, and using the fact that m0 is 2π-periodic,

1 =
∑
k∈Z
|ϕ̂(ξ + 2kπ)m0(ξ)|2 +

∑
k∈Z
|ϕ̂(ξ + (2k + 1)π)m0(ξ + π)|2

= |m0(ξ)|2 + |m0(ξ + π)|2 .

Theorem 4. Let {Vj}j∈Z be an MRA with scaling function ϕ and low pass filter m0. Let ψ be such that

ψ̂(ξ) = eiξ/2m0(ξ/2 + π)ϕ̂(ξ/2).

Let W0 = Span {ψ0,k ; k ∈ Z}. Then,

(i) ψ ∈ V1,

(ii) {ψ0,k ; k ∈ Z} is an orthonormal basis of W0.

(iii) V0 ⊥W0.

(iv) V1 = V0 +W0.

Proof.

(i) We first show that f ∈ V0 if and only if there exists a 2π-periodic function g ∈ L2(T) such that f̂(ξ) =
g(ξ)ϕ̂(ξ):

Let f ∈ V0. Then, f =
∑
k bkϕ0,k for some b ∈ `2(Z). By applying the Fourier transform

f̂(ξ) =
∑
k∈Z

bke
−ikξϕ̂(ξ),
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where g(ξ) :=
∑
k∈Z bke

−ikξ is a 2π-periodic function in L2(T). Conversely, if f̂(ξ) = g(ξ)ϕ̂(ξ) for some
2π-periodic function which is in L2(T), then∫

|ϕ̂(ξ)g(ξ)|2 dξ =

∫ 2π

0

∑
k

|ϕ̂(ξ + 2kπ)|2 g(ξ)dξ = ||g||2L2(T) <∞.

Therefore, ϕ̂(ξ)g(ξ) ∈ L2(R) and by applying the inverse Fourier transform to f̂ , we have that f ∈ V0.

So, ψ ∈ V1 if and only if ψ(·/2) ∈ V0, and by the derived condition, this holds if and only if 2ψ̂(2ξ) = g(ξ)ϕ̂(ξ)
for some g ∈ L2(T), 2π-periodic. This is certainly true by definition of ψ.

Lecture 3

From now on, let us write ψ̂ = g(·/2)ϕ̂(·/2) where g(ξ) = eiξm0(ξ + π).

(ii) By the same argument as in Proposition 1, for ψ̂ = g(·/2)ϕ̂(·/2), then one can show that {ψ0,k}k∈Z is an
orthonormal system if and only if

|ĝ(ξ/2)|2 + |ĝ(ξ/2 + π)|2 = 1 (2)

for a.e. ξ ∈ R. By Lemma 1, this is certainly true for our choice of g. Hence, {ψ0,k}k∈Z is an orthonormal
basis of W0.

(iii) Let us establish that V0 ⊥ W0. This is true if and only if {ϕ0,k}k and {ψ0,k}k are orthogonal families,
that is:

〈ψ, ϕ0,n〉 = 0, ∀n ∈ Z.

Now,

0 = 〈ψ, ϕ0,n〉 =
1

2π

∫
ψ̂(ξ)ϕ̂(ξ)einξdξ =

1

2π

∫ 2π

0

∑
k∈Z

ψ̂(ξ + 2πk)ϕ̂(ξ + 2πk)einξdξ

for all n ∈ Z if and only if ∑
k∈Z

ψ̂(ξ + 2πk)ϕ̂(ξ + 2πk) = 0 (3)

for a.e. ξ ∈ R. Recall that ψ̂(2ξ) = g(ξ)ϕ̂(ξ) and ϕ̂(2ξ) = m0(ξ)ϕ̂(ξ). Therefore, (3) is equivalent to∑
k∈Z

g(ξ/2 + πk)m0(ξ/2 + πk) |ϕ̂(ξ/2 + πk)|2 = 0.

By splitting this sum of the odd and even integers and applying Proposition 1, we get that V0 ⊥ W0 if and
only if

g(ξ)m0(ξ) + g(ξ + π)m0(ξ + π) = 0 (4)

which is true by our choice of g.

(iv) To show that V1 = V0 + W0, it is equivalent to showing that for all a ∈ `2(Z), there exists b, c ∈ `2(Z)
such that

2
∑
n∈Z

anϕ(2t− n) =
∑
n∈Z

bnϕ(t− n) +
∑
n∈Z

cnψ(t− n).

By applying the Fourier transform, this equation becomes∑
n∈Z

ane
−inξ/2

︸ ︷︷ ︸
A(ξ/2)

ϕ̂(ξ/2) =
∑
n∈Z

bne
−inξ

︸ ︷︷ ︸
B(ξ)

ϕ̂(ξ) +
∑
n∈Z

cne
−inξ

︸ ︷︷ ︸
C(ξ)

ψ̂(ξ)

= B(ξ)m0(ξ/2)ϕ̂(ξ/2) + C(ξ)g(ξ/2)ϕ̂(ξ/2).
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It is therefore enough to show that for all 2π-periodic functions A ∈ L2(T), there exists 2π-periodic functions
B,C ∈ L2(T) such that

A(ξ/2) = B(ξ)m0(ξ/2) + C(ξ)g(ξ/2).

One can verify, as a result of Lemma 1, (2) and (4), that

B(ξ) = A(ξ/2)m0(ξ/2) +A(ξ/2 + π)m0(ξ/2 + π),

C(ξ) = A(ξ/2)g(ξ/2) +A(ξ/2 + π)g(ξ/2 + π),

are appropriate choices.

Remark 1. Actually, {ψ0,k}k∈Z is an orthonormal basis of W0, the orthogonal complement of V0 in V1, if and

only if there exists some 2π-periodic function ν with |ν(x)| = 1 a.e. such that ψ̂ = eiξ/2ν(ξ)m0(ξ/2 + π)ϕ̂(ξ/2).

We have therefore shown that given any MRA and scaling function, we can always construct an orthonormal
wavelet by

ψ̂(ξ) = eiξ/2m0(ξ/2 + π)ϕ̂(ξ/2).

Recall also that
ϕ̂(2ξ) = ϕ̂(ξ)m0(ξ), m0(ξ) =

∑
k∈Z

αke
ikξ.

So,

ψ̂(2ξ) = eiξϕ̂(ξ)
∑
k∈Z

αke
−ikξ(−1)k ⇐⇒ ψ̂(ξ) = ϕ̂(ξ/2)

∑
k∈Z

αke
−i(k−1)ξ/2(−1)k

and by taking the Fourier transform,

ψ(x) = 2
∑
k∈Z

(−1)kαkϕ(2x− (k − 1)).

Remark 2. Not all wavelets are associated with an MRA, however, non-MRA wavelets are rare. In particular,
if ψ is an orthonormal wavelet such that any of the following conditions hold, then it must be an MRA wavelet.

• ψ is compactly supported.

•
∣∣∣ψ̂∣∣∣ is continuous and

∣∣∣ψ̂(x)
∣∣∣ = O(|x|−1/2−α

) for some α > 0.

• ψ is bandlimited and
∣∣∣ψ̂∣∣∣ is continuous.

3 Choosing a wavelet

Most applications of wavelet bases exploit their ability to efficiently approximate particular classes of func-
tions with few nonzero wavelet coefficients. Therefore, we would like a wavelet such that most of the
coefficients 〈f, ψj,n〉 ≈ 0. There are generally 3 desirable qualities:

• decay

• vanishing moments

• smoothness
Definition 3. We say that ψ has p vanishing moments if

∫
tkψ(t)dt = 0 for all k = 0, . . . , p− 1.
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Note that if ψ has p vanishing moments, then 〈f, ψ〉 = 0 whenever f is a polynomial of degree at most p−1.
In general, if f has very few discontinuities and is smooth between the discontinuities, then one may want
to choose a wavelet with many vanishing moments. On the other hand, as the density of the singularities
increase, one may wish to find a wavelet with smaller support at the cost of reducing the number of vanishing
moments.

Although the size of the support and the number of vanishing moments are not directly linked, one can show
that the size of the support of an orthogonal wavelet with p vanishing moments necessarily have support of
size at least 2p− 1.

We will now prove that smoothness in a wavelet in fact implies the vanishing moments property.
Proposition 2. Suppose that ψ is an orthonormal wavelet. For l ∈ N, assume that

• ψ ∈ Cl,

• ψ(s) is bounded on R for s = 0, . . . , l,

• |ψ(x)| 6 C/(1 + |x|)α for some α > l + 1.

Then, ψ has l + 1 vanishing moments.

Proof. For a contradiction, let us assume that we can let s be the smallest integer in {0, . . . , l} such that∫
xsψ(x) 6= 0.

Since ψ is not a polynomial, ψ(s) 6= 0. Let a = k2−J with J > 0 be such that ψ(s)(a) 6= 0. Using Taylor’s
formula,

ψ(x) =

s∑
r=0

ar(x− a)r +R(x)

where ar = ψ(r)(a)
r! , and the remainder R satisfies |R(x)| 6 C ′ |x− a|s for all x ∈ R and

∀ε > 0,∃δ > 0 |R(x)| 6 ε |x− a|s , whenever |x− a| 6 δ.

From our assumption of ψ(s)(a) 6= 0, as 6= 0. For j > J , let kj = 2ja = 2j−Jk ∈ Z. Then, since ψ is an
orthogonal wavelet, ∫

ψ(x)ψ(2jx− kj)dx = 0.

So, letting u = x− a, ∫ ( s∑
r=0

aru
r +R(u+ a)

)
ψ(2ju)du = 0.

For r < s, by our choice of s,
∫
urψ(2ju)du = 0, so

−
∫
asu

sψ(2ju)du =

∫
R(u+ a)ψ(2ju)du.

Putting x = 2ju,

−2−j−js
∫
asx

sψ(x)dx =

∫
R(u+ a)ψ(2ju)du =⇒

∫
xsψ(x)dx =

−2j+js

as

∫
R(u+ a)ψ(2ju)du

To conclude this proof, we simply need to show that the RHS tends to 0 as j →∞.
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By recalling the properties of R, So

2j+js
∫
R(u+ a)ψ(2ju)du = 2j+jsε

∫ δ

−δ
|u|s ψ(2ju)du+ C ′2j+js

∫
|u|>δ

|u|s ψ(2ju)du

6 C2j+jsε

∫ δ

−δ

|u|s

(1 + |2ju|)α
du+ CC ′2j+js

∫
|u|>δ

|u|s

(1 + |2ju|)α
du

6 Cε

∫ 2jδ

−2jδ

|t|s

(1 + |t|)α
dt︸ ︷︷ ︸

.ε

+CC ′
∫
|u|>2jδ

|t|s

(1 + |t|)α
dt︸ ︷︷ ︸

→0 as j→∞

.

3.1 Examples of wavelets

The Haar wavelet Let Vj be the set of functions in L2 which are constant on [n2−j , (n + 1)2−j) for
n ∈ Z. Then {Vj}j∈Z is an MRA with scaling function ϕ = 1[−1,0). The corresponding low pass filter is

m0 = 1
2 (1 + eiξ). Since

ϕ̂(ξ) =
1− eiξ

−iξ
= eiξ/2

sin(ξ/2)

(ξ/2)
,

the wavelet ψ satisfies

ψ̂(ξ) = eiξ/2
(1− e−iξ/2)(1− eiξ/2)

−iξ
= ieiξ/2

sin2(ξ/4)

ξ/4
.

This is the Fourier transform of ψ = 1[−1,−1/2) − 1[−1/2,0).

Lecture 4

The Shannon wavelet Let Vj be the set of functions in L2(R) whose Fourier transform have support
contained in [−2jπ, 2jπ]. Then,

• ϕ(x) = sin(πx)/(πx) is so that {ϕ0,n}n∈Z is an orthonormal basis of V0. One can verify that this is a
scaling function for MRA {Vj}j∈Z.

• Recall that the low pass filter m0 satisfies

ϕ̂(2ξ) = 1[−π,π](2ξ) = ϕ̂(ξ)m0(ξ) = 1[−π,π](ξ)m0(ξ).

So, m0 = 1[−π/2,π/2].

• ψ̂(ξ) = 1[−2π,−π]∪[π,2π](ξ) exp(iξ/2), and so,

ψ(x) = −2
sin(2πx) + cos(πx)

π(2x+ 1)
.

Since ψ̂ has compact support, ψ is C∞, but observe that it decays slowly in time. In particular, |ψ(x)|
decays like |x|−1

since ψ̂ is discontinuous as ±π and ±2π.
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Meyer’s wavelet The scaling function of Meyer’s wavelet is defined in the Fourier domain by

ϕ̂(ξ) =


1 |ξ| 6 2π/3

cos[π2 ν( 3
2π |ξ| − 1)] 2π

3 6 |ξ| 6 4π
3

0 otherwise,

where ν ∈ Ck or C∞ is a monotone function which satisfies ν(x) = 0 for all x 6 0, ν(x) = 1 for x > 1 and
ν(x) + ν(1− x) = 1 for all x ∈ R. One can show that the associated wavelet is such that

ψ̂(ξ) =


0 |ξ| 6 2π/3

eiξ/2 sin[π2 ν( 3
2π |ξ| − 1)] 2π

3 6 |ξ| 6 4π
3

eiξ/2 cos[π2 ν( 3
4π |ξ| − 1)] 4π

3 6 |ξ| 6 8π
3

0 otherwise.

• Since ϕ̂ and ψ̂ have compact support, ϕ and ψ are C∞.

• The smoother transition in ϕ̂ (compare with that of the Shannon scaling function) results in faster
decay in time. If ν ∈ C∞, then for all N , there exists AN such that

|ψ(x)| 6 AN
(1 + |x|)N

, |ϕ(x)| 6 AN
(1 + |x|)N

.

We remark however that although there is fast asymptotic decay, the constant AN grows with N and
in practice, the numerical decay of ψ may be slow.

• Note that ψ̂(0) = 0 and dn

dξn ψ̂(0) = 0 for all n ∈ N. Since given g(t) = (−it)nf(t), ĝ(ξ) = dn

dξn f̂(ξ), it
follows that

ĝ(0) = (−i)n
∫
tnf(t)dt = f̂ (n)(0).

Going back to ψ, we see that ∫
tnψ(t)dt = 0, ∀n ∈ N.

One can in fact relax the requirement of an orthonormal basis (V) to the requirement of a Riesz basis. This
is sometimes useful in the construction of wavelets.
Definition 4. Let H be a Hilbert space. A sequence {gk}k∈Z ⊂ H is called a Riesz sequence if there exists
B > A > 0 such that for all c ∈ `2(Z),

A
∑
k

|ck|2 6 ||
∑
k∈Z

ckgk||2H 6 B
∑
k

|ck|2 .

Moreover, if Span{gk}k∈Z = H, then it is called a Riesz basis.

We first require a result about Riesz bases (for a proof, see [Ch 2, Hernandez & Weiss].):

Lemma 2. Let g ∈ L2(R) and let σg(ξ) =
√∑

k∈Z |ĝ(ξ + 2kπ)|2. Then, {g(· − k) ; k ∈ Z} is a Riesz basis,

i.e. there exists B > A > 0 such that

A
∑
k

|ck|2 6 ||
∑
k∈Z

ckg(· − k)||2L2 6 B
∑
k

|ck|2

if and only if
σg(ξ) ∈ [

√
A,
√
B], a.e. ξ ∈ R.

Proposition 3. Suppose that ϕ ∈ L2(R) is such that {ϕ(· − k) ; k ∈ Z} is a Riesz basis of a closed subspace
V0 of L2(R). Let γ be such that γ̂ = ϕ̂/σϕ. Then, {γ(· − k) ; k ∈ Z} is an orthonormal basis for V0.
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Proof. Let γ̂ = ϕ̂/σϕ. Since 1/σϕ ∈ [1/
√
B, 1/

√
A], γ̂ ∈ L2(R) and so, γ ∈ L2(R). Note also that 1/σϕ and

σϕ are both 2π periodic functions, and as elements of L2(T), there exist sequences (ak) and (bk) such that

1

σϕ(ξ)
=
∑
k

ake
−ikξ σϕ(ξ) =

∑
k

bke
−ikξ.

Also,

γ̂(ξ) = ϕ̂(ξ)
∑
k

ake
−ikξ, ϕ̂(ξ) = γ̂(ξ)

∑
k

bke
−ikξ,

and this implies that

γ(x) =
∑
k

akϕ(x− k), ϕ(x) =
∑
k

bkγ(x− k).

So, γ ∈ span {ϕ0,k ; k ∈ Z} and ϕ ∈ span {γ0,k ; k ∈ Z}. Therefore, V0 = span {γ0,k ; k ∈ Z}. Finally, by
definition of γ̂ and since σϕ is 2π-periodic,∑

k

|γ̂(ξ + 2kπ)|2 =
1

σ2
ϕ(ξ)

∑
k

|ϕ̂(ξ + 2kπ)|2 = 1, a.e. ξ ∈ R.

By Proposition 1, we may conclude that {γ0,k ; k ∈ Z} is an orthonormal basis of V0.

Spline wavelets The space Vj of degree m > 0 is the set of functions that are m − 1 continuously
differentiable and equal to a polynomial of degree m on the interval [n2−j , (n + 1)2−j ] for all n ∈ Z. Let
∆0 = 1[0,1], ∆1 = 1[0,1] ? 1[0,1] and for m > 2:

∆m = ∆m−1 ? 1[0,1].

We call ∆m the basic spline of order m, and one can check that {∆m(· − k) : k ∈ Z} forms a Riesz basis of

V0 of order m. Furthermore, ∆m has support [0,m+ 1] and ∆̂m(ξ) = e−i(m+1)ξ/2
(

sin(ξ/2)
ξ/2

)m+1

.

From the Proposition 3, we can obtain a scaling function by choosing ϕ to be such that

ϕ̂(ξ) =
∆̂m(ξ)√∑

k∈Z

∣∣∣∆̂m(ξ + 2πk)
∣∣∣2 =

exp(−i(m+ 1)ξ/2)

ξm+1P2m+2(ξ)
.

where Pn(ξ) =
√∑

k∈Z
1

|ξ+2kπ|n .

From properties of the basic spline of degree m, the associated wavelet ψm and scaling function ϕm are both
m− 1 differentiable and the wavelet has m+ 1 vanishing moments. Furthermore, the functions

djψm

dxj
,

djϕm

dxj
, j = 0, 1, . . . ,m− 1,

all have exponential decay.

4 Construction of compactly supported wavelets

4.0.1 Construction using the low pass filter

The following theorem describes how to construct an MRA given a low pass filter.
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Theorem 5. Suppose that m(ξ) =
∑S
k=T ake

ikξ satisfies

(i) |m(ξ)|2 + |m(ξ + π)|2 = 1, for all ξ ∈ R.

(ii) m(0) = 1.

(iii) m(ξ) 6= 0 for all ξ ∈ [−π/2, π/2].

Then,

Θ(ξ) =

∞∏
j=1

m(2−jξ)

converges uniformly on compact sets, Θ(ξ) is continuous, in L2(R) and ϕ such that ϕ̂ = Θ has support in
[−S,−T ] and is a scaling function for an MRA. In this case,

ψ(x) = 2

S∑
k=T

akϕ(2x− (k − 1))(−1)k

is a compactly supported wavelet with support contained in [(T − S − 1)/2, (S − T − 1)/2].
Remark 3. Some remarks about the conditions in Theorem 5:

(i) From Lemma 1, we know this is necessary if m is a low pass filter of an MRA.

(ii) If ϕ̂ is a continuous scaling function (which is true if ϕ ∈ L1), then |ϕ̂(0)| = 1. Assume that ϕ̂(0) = 1,
then, from ϕ̂(ξ) = m(ξ/2)ϕ̂(ξ/2), it follows that m(0) = 1. Also, repeated application of ϕ̂(ξ) =
m(ξ/2)ϕ̂(ξ/2) yields ϕ̂(ξ) =

∏
j>1m0(2−jξ).

(iii) One can check that m(ξ) = (1 + eiξ)/2 satisfies conditions (i)-(iii),
∏
j>1m(2−jξ) = eiξ/2 sin(ξ/2)

ξ/2 which

is the Fourier transform of 1[−1,0], the Haar scaling function. Note however that m1(ξ) := m(3ξ)
satisfies conditions (i), (ii) but not (iii). One can check that

∏
j>1m1(2−jξ) is the Fourier transform

of 1
31[−3,0]. So, a condition like (iii) is needed to ensure orthogonality of the translates.

Lecture 5
Lemma 3. If m(ξ) is a trigonometric polynomial and (i) and (ii) of Theorem 5 hold, then

Θ(ξ) =

∞∏
j=1

m(2−jξ)

converges uniformly on compact sets and
∫
|Θ(ξ)|2 dξ 6 2π. If we assume also (iii) of Theorem 5, then

1

2π

∫
|Θ(ξ)|2 e−ikξdξ = δ0,k,

and if ϕ is such that ϕ̂ = Θ, then {ϕ(· − k) : k ∈ Z} forms an orthonormal system.

Proof. First note that by (ii), there exists C > 0 such that

|m(ξ)− 1| 6 C |ξ| .

Let ΠN =
∏N
j=1m(2−jξ). Then,

|ΠN+1(ξ)−ΠN (ξ)| 6 |ΠN (ξ)|
∣∣m(ξ/2N+1)− 1

∣∣ 6 C |ξ|
2N+1

,
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where we have used the fact that |m(ξ)| 6 1 for all ξ ∈ R (which follows from (i)). By applying the triangle
inequality, for all N,M ∈ N,

|ΠN+M (ξ)−ΠN (ξ)| 6 |ΠN+M (ξ)−ΠN+M−1(ξ)|+ · · ·+ |ΠN+2(ξ)−ΠN+1(ξ)|+ |ΠN+1(ξ)−ΠN (ξ)|

6
M∑
j=1

C |ξ|
2N+j

6
C |ξ|
2N

.

So, ΠN converges uniformly to Θ compact sets. Moreover, as the uniform limit of continuous functions, Θ
is also a continuous function.

Let gN (ξ) = ΠN (ξ)1[−2Nπ,2Nπ](ξ) = ΠN (ξ)1[−π/2,π/2](2
−N−1ξ). Let

IkN =

∫
|gN (ξ)|2 e−ikξdξ =

∫ 2Nπ

−2Nπ

|ΠN (ξ)|2 e−ikξdξ.

Observe that ΠN is a 2N+1π-periodic function. So, by applying (i),

IkN =

∫ 2N+1π

0

|ΠN (ξ)|2 e−ikξdξ =

∫ 2Nπ

0

|ΠN (ξ)|2 e−ikξdξ +

∫ 2N+1π

2Nπ

|ΠN (ξ)|2 e−ikξdξ

=

∫ 2Nπ

0

∣∣m(2−Nξ)
∣∣2 |ΠN−1(ξ)|2 e−ikξdξ +

∫ 2Nπ

0

∣∣m(2−Nξ + π)
∣∣2 |ΠN−1(ξ)|2 e−ikξdξ

= IkN−1 = Ik1 =

∫ 2π

−2π

|m(ξ/2)|2 e−ikξdξ.

By a change of variable, we see that

IkN = 2

∫ π

−π
|m(µ)|2 e−2ikµdµ = 2

∫ 0

−π
(|m(µ)|2 + |m(µ+ π)|2)e−2ikµdµ =

{
2π k = 0

0 k 6= 0.

Since |m(ξ)| 6 1 for all ξ ∈ R by (i), we have that∫ 2Nπ

−2Nπ

|Θ(ξ)|2 6 I0
N = 2π =⇒ ||Θ||2L2 6 2π.

To prove the last part, assume now that (iii) holds. Now, if we can show that for all ξ ∈ R, |gN (ξ)| 6 1
C′ |Θ(ξ)|,

then applying the dominated convergence theorem to the equality IkN = 2πδk,0 would yield the required result.

Since m is a continuous function, (ii) and (iii) imply that there exists C > 0 such that

|m(ξ)| > C, ∀ξ ∈ [−π/2, π/2].

Note also that Θ(0) = 1 (as it is uniformly convergent on [−π, π]) and there exists M > 0 such that∣∣Θ(ξ2−M+1)
∣∣ > 1/2, ∀ξ ∈ [−π, π].

From this, we have that for all ξ ∈ [−π, π],∣∣∣ ∏
j>M

m(2−jξ)
∣∣∣ =

∣∣∣∏
j>1

m(2−j+1−Mξ)
∣∣∣ =

∣∣Θ(ξ2−M+1)
∣∣ > 1/2.

So, for ξ ∈ [−π, π],

|Θ(ξ)| =
M−1∏
j=1

∣∣m(2−jξ)
∣∣ · ∏
j>M

∣∣m(2−jξ)
∣∣ > CM−1

2
=: C ′ > 0.
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By writing Θ(ξ) = ΠN (ξ)Θ(2−Nξ), we see that for all ξ ∈ [−2Nπ, 2Nπ],

C ′
∣∣∣ΠN (ξ)

∣∣∣ 6 ∣∣∣ΠN (ξ)Θ(2−Nξ)
∣∣∣ = |Θ(ξ)| .

So, for all ξ ∈ R, |gN (ξ)| 6 1
C′ |Θ(ξ)|. Now, gN (ξ) → Θ(ξ) a.e. ξ ∈ R and by the dominated convergence

theorem, ∫
|Θ(ξ)|2 e−ikξdξ =

∫
lim
N→∞

|gN (ξ)|2 e−ikξdξ = lim
N→∞

∫
|gN (ξ)|2 e−ikξdξ =

{
2π k = 0

0 k 6= 0.

By splitting the integral on the LHS of the above inequality into an integral over intervals of length 2π, we
see that all Fourier coefficients of the 2π-periodic function

∑
l∈Z |Θ(ξ + 2lπ)|2 are zero, except for the 0th

coefficient. Therefore, ∑
l∈Z
|Θ(ξ + 2lπ)|2 = 1, a.e.

and by Proposition 1, {ϕ(· − k) : k ∈ Z} is an orthonormal system.

Lemma 4. Let m(ξ) =
∑S
k=T ake

ikξ satisfy (i) and (ii). Let Θ(ξ) be as in Theorem 5. Then, Supp(Θ̌) ⊂
[−S,−T ]. If ak’s are real numbers, then Θ̌ is a real valued function.

Proof. Since m satisfies (i) and (ii), from Lemma 3, we know that Θ and ΠN =
∏N
j=1m(2−j ·) are well

defined functions in L2(R).

Now, as m is a trigonometric polynomial, we see that ΠN (ξ) is a finite linear combination of terms of the
form

exp(i(

N∑
j=1

2−jpj)ξ),

where pj ∈ [T, S]. So, in a distributional sense, the inverse Fourier transform of ΠN is a finite linear combi-

nation of Dirac functions of the form δa where a = −
∑N
j=1 2−jpj : By writing ΠN (ξ) =

∑k
l=1 βl exp(ialξ),

for all g ∈ C∞c (R),

〈Π̌N , g〉 =
1

2π
〈ΠN , ĝ〉 =

1

2π

k∑
l=1

βl〈exp(ial·), ĝ〉 =

k∑
l=1

βlg(−al) = 〈
k∑
l=1

βlδ−al , g〉.

In particular, Π̌N is supported on [−S,−T ]. So, given any f ∈ C∞c such that Supp(f) ∩ [−S,−T ] = ∅, f̂ is
in the Schwartz space, so by applying Plancherel, Lemma 3 and the above observation:

〈Θ̌, f〉 =
1

2π
〈Θ, f̂〉 = lim

N→∞

1

2π
〈ΠN , f̂(ξ)〉

= lim
N→∞

〈
k∑
l=1

βlδ−al , f〉 = 0.

Since f is arbitrary, this implies that Supp Θ̌ ⊂ [−S,−T ]. If ak’s are real, then the βl’s in ΠN are a real
valued. So, if f ∈ C∞ is real valued, then

∫
Θ̌(t)f(t)dt is also real valued. So, Θ̌ is real.

Proof of Theorem 5. By Lemma 3 and Lemma 4, ϕ is well-defined and compactly supported. Furthermore,
the following properties are satisfied:

(i) {ϕ0,k}k∈Z is an orthonormal basis in L2(R).
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(ii) ϕ(·/2) =
∑
k akϕ(· − k).

(iii) ϕ̂(ξ) is continuous and ϕ̂(0) 6= 0.

Note that (ii) follows from taking the Fourier transform of ϕ̂(2ξ) = m(ξ)ϕ̂(ξ). Let us define Vj = {f(2j ·) :
f ∈ V0} and consider the MRA properties (I)-(V): Clearly, (II) holds. Also, (i) implies (V) and (ii) implies
(I). By Theorem 2, (III) follows. Finally, since ϕ̂(0) 6= 0 and ϕ̂ is continuous, Lemma 3 implies (IV).

4.0.2 Daubechies wavelets

Daubechies constructed a family of compacted supported wavelets with arbitrarily many vanishing moments.
The constructed can be summarized as follows: First define a non-negative trigonometric polynomial M such
that

(i) M(ξ) +M(ξ + π) = 1, for all ξ ∈ R.

(ii) M(0) = 1.

(iii) M(ξ) 6= 0 for all ξ ∈ [−π/2, π/2].

In particular, for each odd integer N = 2K − 1, M is chosen to be the first sum on the right hand side of
the identity

1 =

(
cos2 ξ

2
+ sin2 ξ

2

)N
=

K−1∑
j=0

(
2K − 1

j

)
+

2K−1∑
j=K

(
2K − 1

j

)(cos2 ξ

2

)2K−1−j (
sin2 ξ

2

)j
.

It is clear that conditions (ii) and (iii) hold, and condition (i) holds by symmetry of the binomial coefficients
and since cos2(ξ + π/2) = sin2(ξ). One can then extract a trigonometric polynomial m (of the same degree)

from M such that M(ξ) = |m(ξ)|2. This polynomial m would therefore satisfies the condition of Theorem 5,
thus leading to the construction of a compactly supported scaling function and wavelet can be constructed.
This ‘extraction of the square root’ is possible by the following lemma:
Lemma 5 (Riesz). If g(ξ) =

∑T
k=−T γke

ikξ is a nonnegative trigonometric polynomial with real coefficients,

then there exists m(ξ) =
∑T
k=0 ake

ikξ with real coefficients such that |m(ξ)|2 = g(ξ).
Remark 4. We will not prove Lemma 5, the reader can refer to [Chapter 2, Hernandez & Weiss] for a proof
of this result. However, we will remark only that the proof of this lemma is constructive. Moreover, the
function m is in general not unique, and different choices of m will lead to different wavelets.

Examples

1. In the case K = 1, M(t) = cos2 t
2 = (eit/2 cos t2 )(e−it/2 cos t2 ) = |m(t)|2, where m(t) = eit/2 cos t2 =

(1 + eit)/2 which is the low pass filter associated with the Haar wavelet.

2. In the case K = 2:

M(t) = cos6

(
t

2

)
+ 3 cos4

(
t

2

)
sin2

(
t

2

)
= cos4 t

2

(
cos2

(
t

2

)
+ 3 sin2

(
t

2

))
= cos4 t

2

∣∣∣∣cos

(
t

2

)
+ i
√

3 sin

(
t

2

)∣∣∣∣2 .
So,

m(t) = cos2

(
t

2

)(
cos

(
t

2

)
+ i
√

3 sin

(
t

2

))
α(t)
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where α is such that |α(t)| = 1 and will be determined later. By writing

cos

(
t

2

)
=
eit/2 + e−it/2

2
, sin

(
t

2

)
=
eit/2 − e−it/2

2i
,

we have that

m(t) =
1

8

(
eit + 2 + e−it

) (
eit/2 + e−it/2 +

√
3eit/2 −

√
3e−it/2

)
α(t)

=
eit

8

(
e−it + 1

)2 (
eit/2 + e−it/2 +

√
3eit/2 −

√
3e−it/2

)
α(t)

Choosing α(t) = e−3it/2 yields m(t) = P (e−it) where P is such that

P (z) =
1

8

(
(1 +

√
3) + (3 +

√
3)z + (3−

√
3)z2 + (1−

√
3)z3

)
=

(
1 +
√

3

8
+

1−
√

3

8
z

)
(1 + z)2.

Lecture 6

Vanishing moments The wavelet constructed via Daubechies’ construction has K vanishing moments:
In general, for each K, the low pass filter is mK(t) = PK(e−it) where

PK(z) = (z + 1)K P̃K(z)

and P̃K is a polynomial of degree K − 1 such that P̃K(−1) 6= 0.

The associated scaling function ϕK and wavelet ψK are such that

ϕ̂K(ξ) =
∏
j>1

PK(e−iξ/2
j

), ψ̂K(ξ) = eiξ/2PK(−eiξ/2)ϕ̂K(ξ/2).

One can now check that

ψ̂
(j)
K (0) =

{
0 j = 0, . . . ,K − 1

P̃K(−1)K!(i/2)K j = K.

It therefore follows that ψK has K vanishing moments. Note also that by Theorem 5, ϕK and ψK both have
support of size N = 2K − 1.
Remark 5 (Smoothness). Through her construction, Daubechies was able to show that: there exists a
constant c0 such that for all r > 0, there exists a wavelet ψ ∈ Cr such that |Supp(ψ)| = N 6 c0r.

5 Fast wavelet transform

For j, n ∈ Z, let
aj,n = 〈f, ϕj,n〉, dj,n = 〈f, ψj,n〉.

Recall that VJ = V0 ⊕W0 ⊕ · · · ⊕WJ−1. Given any f ∈ VJ ,

f =
∑
n

aJ,nϕJ,n, f =
∑
n

a0,nϕ0,n +

J−1∑
j=0

∑
n

dj,nψj,n,

Definition 5. For L < J , the orthogonal wavelet representation of {aJ,n}n∈Z consists of the wavelet coeffi-
cients at scales between L and J − 1, and the scaling coefficients at scale L:

{dl,n}L6l6J−1,n∈Z ∪ {aL,n}n∈Z

We first consider one level of the decomposition Vj = Vj−1⊕Wj−1. In particular, we discuss how to efficiently
obtain {aj−1,n, dj−1,n}n from {aj,n}n and vice versa.
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5.1 Decomposition and reconstruction

Recall that
1

2
ϕ(
·
2

) =
∑
k

αkϕ(·+ k), αk =
1

2

∫
ϕ(
x

2
)ϕ(x+ k)dx.

So,

ϕj−1,n =
√

2
∑
k∈Z

αkϕj,2n−k.

Also,
1

2
ψ(
·
2

) =
∑
k

βkϕ(·+ k), βk =
1

2

∫
ψ(
x

2
)ϕ(x+ k)dx,

and
ψj−1,n =

√
2
∑
k∈Z

βkϕj,2n−k.

In fact, βk = α1−k(−1)k+1.

Decomposition

aj−1,n = 〈f, ϕj−1,n〉 = 〈f,
√

2
∑
k∈Z

αkϕj,2n−k〉 =
√

2
∑
k

αkaj,2n−k =
√

2(aj ? α)[2n].

dj−1,n = 〈f, ψj−1,n〉 = 〈f,
√

2
∑
k∈Z

βkϕj,2n−k〉 =
√

2
∑
k

βkaj,2n−k =
√

2(aj ? β)[2n].

Reconstruction∑
n

aj,nϕj,n =
∑
n

aj−1,ϕj−1,n +
∑
n

dj−1,nψj−1,n

=
∑
n

aj−1,n

(
√

2
∑
k∈Z

αkϕj,2n−k

)
+
∑
n

dj−1,n

(
√

2
∑
k∈Z

βkϕj,2n−k

)
l=2n−k︷︸︸︷

=
∑
n

aj−1,n

(
√

2
∑
l∈Z

α2n−lϕj,l

)
+
∑
n

dj−1,n

(
√

2
∑
l∈Z

β2n−lϕj,l

)

=
∑
l∈Z

ϕj,l

(
√

2
∑
n

aj−1,nα2n−l + dj−1,nβ2n−l

)

Therefore,

aj,n =
√

2
∑
k

aj−1,kα2k−n + dj−1,kβ2k−n

Let α̃j = α−j , β̃j = β−j and let

ãj,n =

{
aj,n/2 n even,

0 otherwise,
d̃j,n =

{
dj,n/2 n even,

0 otherwise.

Then,
aj,n =

√
2(ãj−1 ? α̃+ d̃j−1 ? β̃)n.
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Initialisation
Lemma 6. Suppose that f is continuous on R and ϕ ∈ L1(R),

∫
ϕ = 1 and Supp(ϕ) ⊂ [−R,R]. Then, for

all x ∈ R ∣∣∣∣f(x)− 2j
∫
f(x+ y)ϕ(2jy)dy

∣∣∣∣→ 0

as j →∞. Moreover, if f is uniformly continuous, then this convergence is uniform.

Proof. Observe that,∣∣∣∣f(x)− 2j
∫
f(x+ y)ϕ(2jy)dy

∣∣∣∣ =
∣∣∣2j ∫ (f(x)− f(x+ y))ϕ(2jy)dy

∣∣∣
=

∣∣∣∣∫ (f(x)− f(x+ 2−jz))ϕ(z)dz

∣∣∣∣ 6 ||ϕ||L1 sup
|t|62−jR

|f(x)− f(x+ t)| .

Since f is continuous, given any ε > 0, sup|t|62−jR |f(x)− f(x+ t)| < ε by taking j sufficiently large.
Moreover, if f is uniformly continuous, the choice of j is independent of x.

Therefore, plugging in x = n/2j in the above lemma, we see that

2j
∫
f(y)ϕ(2jy − n) ≈ f(n/2j).

Computational complexity Suppose that Supp(f) ⊂ [0, 1], and aj , dj are of length 2j . The forward
and inverse wavelet transforms are respectively:

W : {aJ,n}2
J−1
n=0 7→ {dj,n}L6j6J−1,06n62j−1 ∪ {aL,n}06n62L−1

W−1 : {dj,n}L6j6J−1,06n62j−1 ∪ {aL,n}06n62L−1 7→ {aJ,n}2
J−1
n=0 .

Now, if α and β have K nonzero coefficients (this is the case for compactly supported wavelets), then,
the decomposition of aj into aj−1 and dj−1 is computed with 2jK elementary operations. So, the forward
wavelet transform on aJ and N = 2J is calculated with at most 2KN elementary computations. Similarly,
the reconstruction of aj from aj−1 and dj−1 is obtained with 2jK elementary operations. So, the cost of the
inverse wavelet transform is at most 2KN .

Wavelet graphs The reconstruction formula provides a way of approximating the graphs of the wavelet
and scaling functions.

Let f = ϕ, then, the wavelet representation of f in V0 ⊕W0 ⊕ · · · ⊕WJ−1 is

{a0,0} ∪ {dj,k} j=0,...,J−1
k=0,...,2j−1

, a0,0 = 1, dj,k = 0.

Computing the inverse wavelet transform on this sequence yields {aJ,k}2
J−1
k=0 where aJ,k ≈ 2−J/2ϕ(k/2J).

Similarly, the wavelet representation of f = ψ is

{a0,0} ∪ {dj,k} j=0,...,J−1
k=0,...,2j−1

, a0,0 = 0, d0,0 = 1, dj,k = 0 ∀j > 0.

Computing the inverse wavelet transform on this sequence yields {aJ,k}2
J−1
k=0 where aJ,k ≈ 2−J/2ψ(k/2J)
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6 Wavelets on the interval

To decompose signals defined on [0, 1], it is necessary to construct wavelet bases for L2[0, 1]. A couple of
simple approaches to constructing a basis for L2[0, 1] from a compactly supported wavelet basis of L2(R)
include:

• simply discarding those wavelets whose support do not intersect [0, 1]. When considering the wavelet
coefficients of f ∈ L2[0, 1], this is equivalent to extending f to R by setting f(t) = 0 on t 6∈ [0, 1].

• periodizing the wavelets, so letting ψperj,k (x) =
∑
j ψj,k(x+j). When considering the wavelet coefficients

of f ∈ L2[0, 1], this is equivalent taking the wavelet coefficients of fper, where fper is the periodization
of f such that fper(t) = fper(t+ 1) for all t ∈ R and fper1[0,1] = f1[0,1].

The problem with these approaches is that the vanishing moments property is not preserved, and unless f
is supported on (0, 1), we will effectively be treating f as discontinuous at t = 0, 1 and this will lead to large
wavelet coefficients at the boundary.

Lecture 7

An alternative approach by Cohen, Daubechies and Vial is to keep only those wavelets with support inside
[0, 1] and introduce modified wavelets near the boundary points 0 and 1. Note that if ψ has compact support,
then there are a constant number of wavelets at each scale whose support overlaps t = 0 or t = 1.

Suppose that the scaling function ϕ and wavelet ψ have supports in [−p + 1, p]. Then, at scale j so that
2j > 2p, there are 2j − 2p scaling functions with support inside [0, 1], so these scaling functions are not
modified:

ϕintj,n = ϕj,n, n = p, . . . , 2j − p− 1.

To construct an approximation space V intj of dimension 2j , we then add p scaling functions on the left
boundary near t = 0,

ϕintj,n = 2j/2ϕleftn (2j ·), n = 0, . . . , p− 1

and p scaling functions on the right boundary near t = 1:

ϕintj,n = 2j/2ϕrightn (2j ·), n = 2j − p, . . . , 2j − 1.

Similarly, at scale j, there are 2j − 2p wavelets with support inside [0, 1], so these wavelets are not modified:

ψintj,n = ψj,n, n = p, . . . , 2j − p− 1.

We then add p wavelets on the left boundary near t = 0,

ψintj,n = 2j/2ψleftn (2j ·), n = 0, . . . , p− 1

and p wavelets on the right boundary near t = 1:

ψintj,n = 2j/2ψrightn (2j ·), n = 2j − p, . . . , 2j − 1.

The boundary wavelets and boundary scaling functions can be written as a finite linear combination of
{ϕ(· − n), ϕ(− ·+n) ; n ∈ Z}. So, all the smoothness properties of the original scaling function also hold
true for the boundary elements.

One can show that by choosing

V intj = span
{
ϕintj,n ; n = 0, . . . , 2j − 1

}
, W int

j = span
{
ψintj,n ; n = 0, . . . , 2j − 1

}
,

1. {ϕintj,n}
2j−1
n=0 is an orthonormal basis of V intj .
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2. V intj ⊂ V intj+1.

3. limj→∞ V intj =
⋃
j>log2(2p) V

int
j = L2([0, 1]).

4. V intj = V intj−1 ⊕W int
j−1.

5. For any J with 2J > 2p, L2[0, 1] = V intJ ⊕⊕j>JW int
j . So,{ϕintJ,n}2J−1

n=0 ,
⋃
j>J

{ψintj,n}2
j−1
n=0


is an orthonormal basis of L2([0, 1]).

7 Wavelet bases in higher dimensions

For simplicity, we will discuss only the two-dimensional base. Higher dimensional cases can be treated in an
analogous manner.

One way of constructing an orthonormal basis for L2(R2) starting from an orthonormal basis {ψj,k : j, k ∈ Z}
is to consider the tensor product functions:

Ψj1,j2,k1,k2(x, y) = ψj1,k1(x)ψj2,k2(y).

Then,
{Ψj1,j2,k1,k2 ; j1, j2, k1, k2 ∈ Z}

is an orthonormal basis for L2(R2). Note that the two variables x and y are dilated independently.

An alternative construction which is more commonly used in practice is to dilate the two variables simul-
taneously. Instead of taking tensor product of the corresponding wavelet bases, we take tensor products of
two 1D MRA’s. More precisely, given an MRA {Vj}j∈Z, define for j ∈ Z,

Vj = Vj ⊗ Vj = {f(x)g(y) ; f, g ∈ Vj} .

Then,

• F ∈ Vj if and only if F (2·, 2·) ∈ Vj+1.

• for all j ∈ Z, Vj ⊂ Vj+1.

•
⋂
j∈Z Vj = {0} and

⋃
j∈Z Vj = L2(R2).

Finally, since {ϕ(· − k)}k∈Z is an orthonormal basis for V0, for each j ∈ Z, the functions

Φj,n1,n2(x, y) = ϕ(2jx− n1)ϕ(2jy − n2), n1, n2 ∈ Z

form an orthonormal basis of Vj .

To construct the wavelet basis, just as in the 1D case, Wj is defined to be the orthogonal complement of Vj
in Vj+1. Observe that

Vj+1 = Vj+1 ⊗ Vj+1 = (Vj ⊕Wj)⊗ (Vj ⊕Wj)

= (Vj ⊗ Vj)︸ ︷︷ ︸
Vj

⊕ (Wj ⊗ Vj)⊕ (Vj ⊗Wj)⊕ (Wj ⊗Wj)︸ ︷︷ ︸
Wj

.
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So, we see that Wj consists of 3 parts and it has an orthonormal basis given by

{ψj,n1
(x)ϕj,n2

(y), ϕj,n1
(x)ψj,n2

(y), ψj,n1
(x)ψj,n2

(y) ; n1, n2 ∈ Z} .

So, there are 3 generating wavelets (horizontal, vertical and diagonal)

Ψh(x, y) = ψ(x)ϕ(y), Ψv(x, y) = ϕ(x)ψ(y), Ψd(x, y) = ψ(x)ψ(y).

For a function F ∈ L2(R), by defining Fj,n1,n2
(x, y) = 2jF (2jx− n1)F (2jy − n2), we have that{

Ψλ
j,n1,n2

; λ ∈ {h, v, d}, j, n1, n2 ∈ Z
}
,

forms an orthonormal basis of L2(R2).
Remark 6. The fast wavelet transform extends to higher dimensions for the separable wavelet basis described.
In particular, define for j ∈ N

aj := (〈f, Φj,n1,n2
〉)2j−1
n1,n2=0 ∈ C22j

and for λ ∈ {h, v, d},
dλj :=

(
〈f, Ψλ

j,n1,n2
〉
)2j−1

n1,n2=0
∈ C22j

.

Then one can check that the decomposition/reconstruction of aj into/from (aj−1, d
h
j−1, d

v
j−1, d

d
j−1) can be

done in O(22j) elementary operations.

8 Linear approximation

The discretization of a compactly supported analogue function f ∈ L2[0, 1] computes N samples

{〈f, ϕn〉 ; n = 0, . . . , N − 1} .

Typically, ϕn = ϕ(· − n) and forms a Riesz basis, the samples allows one to recover an approximation to f
in the space

UN = span {ϕn ; n = 0, . . . , N − 1} ,

with approximation

fN =

N−1∑
n=0

〈f, ϕn〉ϕ̃n,

where {ϕ̃n}N−1
n=0 is the biorthogonal basis. To compute the approximation error, we introduce an orthogonal

basis B = {gm}m∈N of L2([0, 1]) such that {gm}N−1
m=0 is an orthonormal basis of UN . Then,

fN =

N−1∑
m=0

〈f, gm〉gm,

and the linear approximation error is

εl(N, f) = ||f − fN ||2L2 =

∞∑
m=N

|〈f, gm〉|2 .

It is clear that since f ∈ L2[0, 1], εl(N, f) → 0 as N → ∞. However, the rate of decay will depend on the
decay of the coefficients 〈f, gn〉:
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Theorem 6. Let {gm}m∈N be an orthonormal basis of L2[0, 1]. Suppose that for some s > 1/2,

∞∑
m=0

m2s |〈f, gm〉|2 <∞.

Then, there exist A,B > 0 such that

A

∞∑
m=0

m2s |〈f, gm〉|2 6
∞∑
N=0

N2s−1εl(N, f) 6 B

∞∑
m=0

m2s |〈f, gm〉|2 .

It follows that εl(N, f) = o(N−2s).

Proof. First observe that

∞∑
N=0

N2s−1εl(N, f) =

∞∑
N=0

N2s−1
∞∑

m=N

|〈f, gm〉|2 =

∞∑
m=0

|〈f, gm〉|2
m∑
N=0

N2s−1.

For any s > 1/2,

Am2s 6
∫ m

0

x2s−1 6
m∑
N=1

N2s−1 6
∫ m+1

1

x2s−1 6 Bm2s.

This proves the first inequality.

To verify that limN→∞ εl(N, f)N2s = 0, observe that εl(m, f) > εl(N, f) for m 6 N . So,

εl(N, f)

N−1∑
m=N/2

m2s−1 6
N−1∑
m=N/2

m2s−1εl(m, f) 6
∞∑

m=N/2

m2s−1εl(m, f)→ 0, N →∞.

The conclusion follows because
∑N−1
m=N/2m

2s−1 > CN2s.

This theorem establishes that the linear approximation of f in a basis B decays faster than N−2s if f belongs
to

WB,s =

{
f ∈ L2[0, 1] ;

∞∑
m=0

m2s |〈f, gm〉|2 <∞

}
.

In the following sections, we will show that in the case of Fourier or wavelet bases, this is in fact a Sobolev
space.

8.1 Some function spaces

Definition 6. Let Ω ⊆ RN . The Sobolev space W s,p(Ω) is the space of functions f ∈ Lp(Ω) such that for
multi-index α = (αj)

N
j=1 ∈ NN0 , with |α| = α1 + . . .+ αN 6 s, Dαf ∈ Lp(Ω) exists in a weak sense, i.e.∫

f∂αϕ = (−1)|α|
∫
Dαfϕ, ∀ϕ ∈ C∞c (Ω).

In the above, ∂αϕ = ∂|α|ϕ

∂x
α1
1 ···x

αN
N

.

W s,p(Ω) is a Banach space equipped with the norm

||f ||s,p =

∑
|α|6s

∫
|Dαf |p

1/p

.
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Note that any element in W s,2(R) is necessarily continuous: to give an informal argument, for any f ∈ C∞c ,

f(t)− f(s) =

∫ t

s

f ′(r)dr 6
√
t− s||f ||W s,2 ,

so f is Hölder-1/2 continuous. This holds for all f ∈W s,2 since C∞c is dense in W s,2. So, Sobolev functions
cannot have discontinuities.

To allow for functions such as 1[0,1], we consider instead the functions of bounded variations, which is an
extension of W 1,1.
Definition 7. Given u ∈ L1(Ω), the total variation of u is

||u||V =

∫
Ω

|Du| = sup
{
〈div z, u〉 ; z ∈ C∞c (Ω,RN ), ||z||∞ 6 1

}
.

Definition 8. The space BV (Ω) of functions of bounded variation is the set of functions u ∈ L1(Ω) such
that ||u||V <∞ endowed with the norm ||u||BV = ||u||L1 + ||u||V .

This space is a Banach space.

Examples

• if u ∈ C1(Ω), then for all z ∈ C∞c (Ω,RN ),
∫

Ω
udiv z = −

∫
Ω
∇u · z and

∫
Ω
|Du| =

∫
Ω
|∇u|.

• Suppose that Ω = (−1, 1), u(x) = −1 for x ∈ (−1, 0) and u(x) = 1 for x ∈ [0, 1). Then,∫ 1

−1

uz′ = −2z(0),

∫ 1

−1

|Du| = 2.

In particular, Du is equal to the measure 2δ0.

8.2 The Fourier case

Recall that
{
e−i2πm· ; m ∈ Z

}
is an orthonormal basis of L2[0, 1]. Let

UN =
{
e−i2πm· ; |m| 6 N/2

}
.

Then,

εl(N, f) =
∑

|m|>N/2

∣∣∣f̂(2πm)
∣∣∣2 .

Theorem 7. Let f ∈ L2([0, 1]) with Supp(f) ⊆ (0, 1). Then, f ∈W s,2[0, 1] if and only if

∞∑
N=1

N2s εl(N, f)

N
<∞. (5)

So, εl(N, f) = o(N−2s).

Proof. First, the Sobolev space Hs of periodic functions on [0, 1] is defined as{
f ∈ L2[0, 1] ;

∑
m∈Z
|m|2s

∣∣〈f, ei2πm·〉∣∣2 <∞} .
Since Supp(f) ⊆ (0, 1), f ∈W s,2 if and only if f ∈ Hs, which in turn, is equivalent to (5) by Theorem 6.
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Lecture 8
Theorem 8. Let f ∈ BV (0, 1). Then, εl(N, f) = O(||f ||2VN−1).

Proof. If ||f ||V <∞, then

∣∣〈f, ei2πm·〉∣∣ =
∣∣∣ ∫ 1

0

f(u)e−i2πmudu
∣∣∣ =

∣∣∣ ∫ 1

0

Df(u)
e−i2πmu

−i2πm
du
∣∣∣ 6 ||f ||V

2 |m|π
.

Thus,

εl(N, f) =
∑

|m|>N/2

∣∣〈f, ei2πm·〉∣∣2 =
∑

|m|>N/2

||f ||2V
4 |m|2 π2

= O(||f ||2VN−1).

Remark 7. In general, one cannot expect faster decay than N−1 since if f = 1[0,1/2], then ||f ||V = 1 and

∣∣〈f, ei2πm·〉∣∣ =

{
0 m 6= 0, even,

1/(π |m|) m odd.

So, εl(N, f) ∼ N−1.

8.3 The wavelet case

In this section, we will consider wavelet bases on the interval [0, 1] with

VJ = span
{
ϕJ,n ; n = 0, . . . , 2J − 1

}
, WJ = span

{
ψJ,n ; n = 0, . . . , 2J − 1

}
.

We will assume that ψ ∈ Cq has compact support and q vanishing moments.

Let N = 2J , and let UN := VJ . Recall that VJ = VL ⊕⊕J−1
j=LWj and the orthogonal projection of f onto VJ

is

fN = PVJ f =

2L−1∑
n=0

〈f, ϕL,n〉ϕL,n +

J−1∑
j=L

2j−1∑
n=0

〈f, ψj,n〉ψj,n.

The linear approximation error is

εl(N, f) =

∞∑
j=J

2j−1∑
n=0

|〈f, ψj,n〉|2 .

Theorem 9. Let s ∈ (0, q). f ∈ L2([0, 1]) is in W s,2([0, 1]) if and only if

∞∑
j=J

2j−1∑
n=0

22sj |〈f, ψj,n〉|2 <∞. (6)

Proof. We will not prove this result, but only give some intuition behind this result. First note that f ∈
W s,2(R) if and only if

∫
|ω|2s

∣∣∣f̂(ω)
∣∣∣2 dω < ∞. Note that the low-frequency part of this integral is always

finite: For fixed J , ∫
|ω|62Jπ

|ω|2s
∣∣∣f̂(ω)

∣∣∣2 dω 6 22Js

∫
|ω|62Jπ

∣∣∣f̂(ω)
∣∣∣2 dω <∞.

Also, by Plancherel, ∑
j>J

22js
∑
n

|〈f, ψj,n〉|2 =
∑
j>J

∑
n

22js

4π2

∣∣∣〈f̂ , ψ̂j,n〉∣∣∣2 .
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So, it is enough to show that g ∈ L2,∫
|ω|>2Jπ

|ω|2s |g(ω)|2 dω <∞ ⇐⇒
∑
j>J

∑
n

22js
∣∣∣〈g, ψ̂j,n〉∣∣∣2 <∞.

Assume that ψ is bandlimited so that ψ̂ is supported on K = [−2π,−π]∪ [π, 2π] and infω∈K

∣∣∣ψ̂(ω)
∣∣∣ > c > 0.

This is certainly true for the Shannon wavelet.

Now, if Supp(g) ⊂ [0,∞), then∑
n

∣∣∣〈g, ψ̂j,n〉∣∣∣2 =
∑
n

∣∣∣ ∫ g(ω)ψ̂
( ω

2j

)
eiωn/2

j

2−j/2dω
∣∣∣2

=
∑
n

∣∣∣ ∫ 2j+1π

2jπ

g(ω)ψ̂
( ω

2j

)√
2π eiωn/2

j

(2π2j)−1/2︸ ︷︷ ︸
Orthonormal basis element for L2[0,2j+1π]

dω
∣∣∣2

= 2π

∫ 2j+1π

2jπ

|g(ω)|2
∣∣∣ψ̂(

ω

2j
)
∣∣∣2 dω ∼

∫ 2j+1π

2jπ

|g(ω)|2 dω.

Moreover, on [2jπ, 2j+1π], |ω| ∼ 2j . So,

∑
n

22js
∣∣∣〈g, ψ̂j,n〉∣∣∣2 ∼ ∫ 2j+1π

2jπ

|ω|2js |g(ω)|2 dω.

Summing over j yields ∑
j>J

∑
n

22js
∣∣∣〈g, ψ̂j,n〉∣∣∣2 ∼ ∫

|ω|>2Jπ

|ω|2js |g(ω)|2 dω

The same argument can also be repeated for g with Supp(g) ⊂ (−∞, 0].

To prove this result, one would extend this argument for bandlimited wavelets to more general wavelets.

Corollary 1. Let s ∈ (0, q). f ∈ L2([0, 1]) is in W s,2([0, 1]) if and only if

∞∑
N=1

N2s εl(N, f)

N
<∞.

Hence, εl(N, f) = o(N−2s).

Proof. By writing ψj,n = gm with m = 2j + n, (6) is equivalent to
∑∞
m=0 |m|

2s |〈f, gm〉|2 < ∞. The result
then follows from Theorem 6.

We see from the above result that the decay of wavelets characterize Sobolev spaces. We now show that
wavelet coefficients can also be used to characterized Hölder spaces.
Definition 9. f is uniformly Lipschitz-α over [0, 1] if there exists K > 0 such that for all v ∈ [0, 1], there
exists a polynomial of degree bαc, pv, such that

∀t ∈ [0, 1], |f(t)− pv(t)| 6 K |t− v|α .

The smallest such value of K is the homogeneous Hölder-α norm ||f ||C̃α . The Cα-Hölder space are the
functions such that

||f ||Cα := ||f ||C̃α + ||f ||∞ <∞.
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Remark 8. The local polynomial approximation property is related to the differentiability of f . This can be
seen through the Taylor expansion formula: If f is m-times continuously differentiable in [v − h, v + h] and

pv(t) =

m−1∑
k=0

f (k)(v)

k!
(t− v)k

is the Taylor polynomial of f in [v − h, v + h], then

|f(t)− pv(t)| 6
|t− v|m

m!
sup

u∈[v−h,v+h]

∣∣∣f (m)(u)
∣∣∣ .

In fact:

1. If f is uniformly Lipschitz α with α = m + ε, ε ∈ (0, 1), then f is necessarily m-times continuously
differentiable and

∣∣f (m)(t)− f (m)(y)
∣∣ 6 K |t− y|ε.

2. At each v, the polynomial pv(t) is uniquely defined. If f is m = bαc times continuously differentiable
in a neighborhood of v, then pv is the Taylor expansion of f at v.

3. A word of caution: Note that saying that f is uniformly Lipschitz-n for n ∈ N does not imply that
f is n times continuously differentiable. It simply means that f ∈ L∞ is n − 1-times continuously
differentiable and there exists a constant K such that∣∣∣f (n−1)(x)− f (n−1)(y)

∣∣∣ 6 K |x− y| .

For example, f(x) = |x| is Lipschitz-1, but not differentiable.
Proposition 4. Let bαc < q, where q is the number of vanishing moments of our wavelet. Then, there
exists B > A > 0 such that

A||f ||C̃α 6 sup
{

2j(α+1/2) |〈f, ψj,n〉| ; j ∈ Z, n = 0, . . . , 2j − 1
}
6 B||f ||C̃α .

Proof. We will only prove the upper bound, a proof of the lower bound can be found in [Mallat, Ch 9]:
Let p2−jn be the polynomial as described in Definition 9. Since ψj,n has q > bαc vanishing moments,
〈ψj,n, p2−jn〉 = 0. So,

〈f, ψj,n〉 = |〈f − p2−jn, ψj,n〉|

=

∫
(f(t)− p2−jn(t))ψj,n(t)dt

6 ||f ||C̃α
∫ ∣∣t− 2−jn

∣∣α ∣∣ψ(2jt− n)
∣∣ 2j/2dt

= ||f ||C̃α
∫ ∣∣x2−j

∣∣α |ψ(x)| 2−j/2dx

= 2−j(α+1/2)||f ||C̃α
∫
|x|α |ψ(x)|dx,

where we have used the fact that
∫
|x|α |ψ(x)|dx <∞ since ψ has compact support.

Corollary 2. If f is uniformly Lipschitz-α on [0, 1], then εl(N, f) = O(||f ||2
C̃α
N−2α).
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9 Nonlinear approximation

Given a basis {gm}m∈N of L2([0, 1]), the analogue to digital conversion of f ∈ L2([0, 1]) yields N samples
and the linear approximation

fN =

N−1∑
m=0

〈f, gm〉gm.

We can further approximate fN by a sparse representation: Let Λ ⊂ [N ] := {0, . . . , N − 1} index the largest
(in absolute value) M coefficients of {〈f, gm〉}N−1

m=0. The M -term nonlinear approximation is

fΛ =
∑
m∈Λ

〈f, gm〉gm

and ||fN − fΛ||2L2 =
∑
m∈[N ]\Λ |〈f, gm〉|

2
. The overall nonlinear approximation error is then

εn(M,f) = ||f − fΛ||2 = ||f − fN ||2 + ||fN − fΛ||2.

Let T be such that
Λ = {m ∈ [N ] ; |〈f, gm〉| > T} ,

If N is sufficiently large such that all coefficients with absolute value above T are in the first N coefficients,

T > max
m>N

|〈f, gm〉| or equivalently N > argmaxm{|〈f, gm〉| > T}, (7)

then εn(M,f) = min
{
||f − fΛ||2 ; Λ ⊂ N, |Λ| = M

}
. In particular, if |〈f, gm〉| 6 Cm−β and β > 0, then

choosing N > C1/βT−1/β ensures (7).

Henceforth, given some orthonormal basis B = {gm}∞m=0, we will study

εn(M,f) :=
∑
m 6∈Λ

|〈f, gm〉|2 ,

where Λ is of cardinality M and indexes the largest M coefficients of {|〈f, gm〉|}m.

Lecture 9

9.1 Properties of the nonlinear approximation error

Notation Let frB[k] = 〈f, gmk〉 be the coefficient of rank k:

|frB[k]| > |frB[k + 1]| , k > 0,

and nonlinear approximation and nonlinear approximation error are respectively

fM =

M∑
k=1

frB[k]gmk , εn(M,f) =

∞∑
k=M+1

|frB[k]|2 .

Theorem 10. Let s > 1/2. If there exists C > 0 such that |frB[k]| 6 Ck−s, then

εn(M,f) 6
C2

2s− 1
M1−2s. (8)

Conversely, if εn(M,f) satisfies (8), then

|frB[k]| 6
(

1− 1

2s

)−s
Ck−s
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Proof. For the first assertion,

εn(M,f) =

∞∑
k=M+1

|frB[k]|2 6
∞∑

k=M+1

C2k−2s 6 C2

∫ ∞
M

x−2s 6
C2M1−2s

2s− 1
.

For the converse statement, let α < 1. Then,

εn(bαMc, f) >
M∑

k=bαMc+1

|frB[k]|2 >M(1− α) |frB[M ]|2 .

So,

|frB[M ]|2 6M−1(1− α)−1 C2

2s− 1
(αM)1−2s =

αC2

(1− α)(2s− 1)
(αM)−2s

Choosing α = 1− 1/2s and M = k yields the required result.

Notation: For p > 1, let ||f ||B,p =
(∑

m∈N |〈f, gm〉|
p)1/p

.
Theorem 11. Let p ∈ [1, 2). If ||f ||B,p <∞, then

|frB[k]| 6 ||f ||B,pk−1/p,

and εn(M,f) = o(M1−2/p).

Proof. To prove the inequality:

||f ||pB,p =
∑
m∈N
|frB[m]|p >

k∑
m=1

|frB[m]|p > k |frB[k]|p .

To show that limM→∞ εn(M,f)M2/p−1 = 0, let

S[k] =

2k−1∑
n=k

|frB[k]|p > k |frB[2k]|p .

Then,

εn(M,f) =

∞∑
k=M+1

|frB[k]|2 6
∞∑

k=M+1

S[k/2]2/p(k/2)−2/p

6 sup
k>M/2

S[k/2]2/p
∞∑

k=M+1

(k/2)−2/p.

Since ||f ||pB,p <∞, S[k/2]→ 0 as k →∞ and

∞∑
k=M+1

(k/2)−2/p 6 22/pM
−2/p+1

2/p− 1
.

Remark 9. This theorem says that the functions in

{f ∈ H ; ||f ||B,p <∞}

are well approximated by their nonlinear approximation in B.
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9.2 Nonlinear approximation for wavelet bases

The following theorem shows that in practice, when the digital to analogue conversion of signal is in VL for
some L sufficiently large, the nonlinear approximation obtained from sparsifying the digital signal corresponds
to approximation of the signal with the largest M coefficients with respect to all coefficients.
Theorem 12. Let T > 0 and suppose that f is bounded. If j, n are such that |〈f, ψj,n〉| > T , then ψj,n ∈ VL
where

N = 2L = O(||f ||2∞T−2).

Proof. For each interior wavelet,

|〈f, ψj,n〉| =
∣∣∣ ∫ 1

0

f(t)2j/2ψ(2jt− n)dt
∣∣∣ 6 ∫ 2j−n

−n
f

(
x+ n

2j

)
2−j/2ψ(x)dx 6 ||f ||∞2−j/2||ψ||1.

Similarly, for each boundary wavelet (note that there is a fixed number of these at each scale)

|〈f, ψj,n〉| 6 2−j/2||ψbn||1||f ||∞,

where ψbn is one of the boundary wavelets.

So, if |〈f, ψj,n〉| > T , then 2j/2 6 A||f ||∞T−1, where the constant A depends only on the wavelet ψ and the
fixed number of boundary wavelets ψbn.

Approximation of piecewise regular signals
Theorem 13. If f has K discontinuities on [0, 1] and is uniformly Lipschitz-α between these discontinuities
with α ∈ (1/2, q), then

εl(M,f) = O(K||f ||CαM−1) and εn(M,f) = O(||f ||CαM−2α).

Proof. Let ∆ denote the set of points where f is discontinuous. For j ∈ N, let

Ij := {n ; Supp(ψj,n) ∩∆ 6= ∅} ,

and we will call the wavelets indexed by Ij type I wavelets of scale j. Let

IIj := {n ; Supp(ψj,n) ∩∆ = ∅} ,

and we will call the wavelets in IIj type II wavelets of scale j.

To deal with the linear approximation error, we first bound the number and coefficient magnitude of type I
and type II wavelets at each scale: Since ||f ||∞ 6 ||f ||Cα , by Theorem 12,

|〈f, ψj,n〉| 6 B1||f ||Cα2−j/2. (9)

Moreover, if C = |Supp(ψ)|, then 2−jC = |Supp(ψj,n)| and |Ij | 6 KC.

For type II wavelets of scale j, by Proposition 4,

|〈f, ψj,n〉| 6 B22−j(α+1/2)||f ||C̃α (10)

and there are at most 2j such wavelets.
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Let M = 2J , then

εl(M,f) =

∞∑
j=J

2j−1∑
n=0

|〈f, ψj,n〉|2 =

∞∑
j=J

∑
n∈Ij

|〈f, ψj,n〉|2 +

∞∑
j=J

∑
n∈IIj

|〈f, ψj,n〉|2

=

∞∑
j=J

KCB2
1 ||f ||2Cα2−j +

∞∑
j=J

B2
22−j(2α+1)||f ||2Cα2j

6 2−J+1KCB2
1 ||f ||2Cα +B2

2 ||f ||2Cα2−2Jα(1− 2−2α)−1 .M−1K||f ||2Cα .

Note that since α > 1/2, the error above is dominated by the error due to the Type I wavelets.

For the nonlinear approximation error, we consider type I and type II coefficients separately and consider the
decay of rank r coefficients of each type: Order the coefficients {〈f, ψj,n〉 : n ∈ Ij , j ∈ N} in decreasing order
of magnitude and let frB,I [k] = 〈f, ψjk,nk〉 denote the kth largest coefficient in magnitude. Similarly, order
the coefficients {〈f, ψj,n〉 : n ∈ IIj , j ∈ N} in decreasing order of magnitude and let frB,II [k] = 〈f, ψjk,nk〉
denote the kth largest coefficient in magnitude.

There are at most jKC type I wavelets at scales less than j, and given any type I wavelet at scale l > j, (9)
holds. Therefore

frB,I [jKC] 6 B1||f ||Cα2−j/2 =⇒ frB,I [m] . ||f ||Cα2−m/(2KC).

On the other hand, there are at most 2j type II wavelets at scales less than j and given any type II wavelet
at scale l > j, (10) holds. So,

frB,II [2
j ] 6 B22−j(α+1/2)||f ||C̃α =⇒ fB,II [m] . m−(α+1/2)||f ||C̃α

Since type I wavelets yield much faster decay, we have that

frB[m] = O(m−(α+1/2)||f ||C̃α),

and Theorem 10 yields the required result.

Remark 10. Notice that the error from Type I wavelets (i.e. error arising from the discontinuities) dominates
the linear approximation error, but becomes negligible in the nonlinear approximation error.

9.3 Besov and BV spaces

Definition 10 (Modulus of smoothness). Let Thf = f(·+ h) for h > 0 and let ∆r
h := (Th − I)r be the rth

difference operator with step h. Given f defined on Ω ⊂ R, and p ∈ [1,∞],

ωr(f, t)p := sup
|h|6t

||∆r
hf ||Lp(Ω)

is the rth modulus of smoothness of f .
Remark 11. 1. ωr(f, t)p is non-decreasing in t.

2. ωr(f, t)p → 0 as t → 0 for f ∈ Lp(Ω) if p ∈ [1,∞) and for f uniformly continuouos if p = ∞. This
is clear for the uniformly continuous case. To see this for p ∈ [1,∞), the convergence to 0 is clear if
f ∈ Cc(Ω) is continuous and compactly supported, and note that Cc(Ω) is dense in Lp. The faster the
convergence to 0, the smoother f is.

The Besov spaces allows us to characterize different smoothness spaces using this modulus of smoothness:
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Definition 11 (Besov spaces). Let α > 0 and let β, γ ∈ [1,∞]. Let r = [α]+1 be the smallest integer greater
than α. The homogeneous Besov norm is

||f ||∗α,β,γ :=

{(∫∞
0

[t−αωr(f, t)β ]γ dt
t

)1/γ
γ ∈ [1,∞)

supt>0 t
−αωr(f, t)β γ =∞.

This is a seminorm since ||f ||∗α,β,γ = 0 for constant functions. The Besov space with parameters α > 0,
β, γ ∈ [1,∞], denoted by Bαβ,γ , is the set of functions such that

||f ||α,β,γ := ||f ||Lβ + ||f ||∗α,β,γ <∞.

Remark 12. α relates to the smoothness and β tells us the space f and its derivatives live in. γ is an extra
fine-tuning parameter and is such that

Bαβ,γ1 ⊂ Bαβ,γ2 , γ1 < γ2,

however, there is in general not much distinction between these spaces and γ is less important.
Theorem 14. Let ϕ and ψ be a compactly supported scaling function and wavelet generating an orthonormal
wavelet basis on L2[0, 1], i.e.

{ϕJ,n}2
J−1
n=0 ∪ {ψj,n} j>J

n=0,...,2j−1

.

Suppose that ψ is q times differentiable and has q vanishing moments. Then, for s ∈ (0, q), by denoting
ψJ−1,n := ϕJ,n,

||f ||s,β,γ ∼

 ∞∑
j=J−1

2j(s+1/2−1/β)

2j−1∑
n=0

|〈f, ψj,n〉|β
1/β


γ

1/γ

,

and the homogeneous Besov norm is obtained by ignoring the scaling coefficients, that is:

||f ||∗s,β,γ ∼

 ∞∑
j=J

2j(s+1/2−1/β)

2j−1∑
n=0

|〈f, ψj,n〉|β
1/β


γ

1/γ

,

• The space Bsβ,γ does not depend on the particular choice of the wavelet basis, provided that ψ has
q > s vanishing moments and is in Cq.

• Removing the first term involving the coarse scale coefficients gives the homogeneous Besov norm,
which we denote by ||f ||∗s,β,γ .

• For β = γ = 2, from Theorem 9, Bs2,2([0, 1]) = W s,2([0, 1]), and by Corollary 1, elements in this
space have a linear approximation error of εl(N, f) = o(N−2s). Note that there exists elements
f ∈W s,2([0, 1]) for which εl(N, f) ∼ εn(N, f).

• For β = γ =∞, we saw from Proposition 4 that

||f ||∗s,∞,∞ = sup
j>J,n∈Z

2j(s+1/2) |〈f, ψj,n〉| ∼ ||f ||C̃s ,

is equivalent to the homogeneous Hölder-s norm.

• For β < 2, the functions in Bαβ,γ are not necessarily uniformly regular, and for such functions, nonlinear
approximations have significant improvements over linear approximations. The following proposition
sheds further light on this remark.

Proposition 5. Let p ∈ [1, 2) and let α = 1/p − 1/2. Then, given any f ∈ Bαp,p, εn(N, f) = o(N1−2/p).
Moreover, the space Bαp,p contains functions with discontinuities.
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Proof. For our choice of p and α,

||f ||α,p,p ∼

 ∑
j>J−1

∑
n

|〈f, ψj,n〉|p
1/p

.

From Theorem 11, εn(N, f) = o(N1−2/p).

Suppose that f is uniformly Lipschitz-s between a finite number of dicontinuities. Then, from the proof of
Theorem 13, we have that

|frB[k]| = O(k−s−1/2).

So, if p ∈ (1/(s+ 1/2), 2), then f ∈ Bαp,p, so Bαp,p contains functions which are not necessarily regular at all
points.

The following theorem shows that
B1

1,1 ⊂ BV ([0, 1]) ⊂ B1
1,∞.

Theorem 15. Suppose that ||ψ||V <∞. Then, there exists A,B > 0 such that

A||f ||∗1,1,∞ 6︸︷︷︸
(a)

||f ||V 6︸︷︷︸
(b)

B||f ||1,1,1.

Proof. We first prove the upper bound: By writing out the wavelet expansion of f ,

f =

2J−1∑
n=0

〈f, ϕJ,n〉ϕJ,n +

∞∑
j=J

2j−1∑
n=0

〈f, ψj,n〉ψj,n,

we see that

||f ||V 6
2J−1∑
n=0

|〈f, ϕJ,n〉| ||ϕJ,n||V +

∞∑
j=J

2j−1∑
n=0

|〈f, ψj,n〉| ||ψj,n||V .

Now, for interior wavelets ψj,n,

||ψj,n||V =

∫ 1

0

∣∣∣2j/2ψ′(2jt− n)2j
∣∣∣dt = 2j/2||ψ||V ,

Similarly, ||ϕJ,n||V = 2J/2||ϕ||V . Also, each boundary element is of the form 2j/2ψbn(2j ·), we have that

||ψj,n||V 6 2j/n||ψbn||V .

Note that there is a fixed number of boundary elements, say p, at each scale. So, the upper bound holds
with A being the maximum of

max{max{||ψbn||V }
q
n=1, ||ϕ||V , ||ψ||V }.

For the lower bound, let θ =
∫ x
−∞ ψ(t)dt. Then, θ′ = ψ and if we assume that ψ has support on [−K,K],

then since
∫
ψ = 0, θ has also support in [−K,K]. Also, each of the p boundary elements ψbn is supported

on [0, 1] and
∫ 1

0
ψbn = 0. By defining θbn(x) =

∫ x
0
ψbn(t)dt, we have that θbn has support in [0, 1], θbn

′
= ψbn and

θbn(0) = θbn(1) = 0.
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To simplify notation, we simply write the wavelets as if they were all generated from a single wavelet ψ.
Then,

2j−1∑
n=0

|〈f, ψj,n〉| =
2j−1∑
n=0

∣∣∣ ∫ 1

0

f(t)2j/2ψ(2jt− n)dt
∣∣∣ =

2j−1∑
n=0

∣∣∣ ∫ 1

0

Df(t)2−j/2θ(2jt− n)dt
∣∣∣

6
2j−1∑
n=0

2−j/2
∫ 1

0

|Df(t)|
∣∣θ(2jt− n)

∣∣dt 6 2j−1∑
n=0

2−j/2||θ||∞
∫

Supp(θj,n)

|Df(t)|dt.

Note that the second equality follows via integration by part, and there is no boundary term since the wavelet
θj,n is supported on [0, 1] and is zero at 0 and 1. Note that θj,n has support in [(−K + n)/2j , (K + n)/2j ]
and

2j−1∑
n=0

||θ||∞
∫

Supp(θj,n)

|f ′(t)|dt 6 2K||θ||∞||f ||V .

Since this is true for all j, we have that

||f ||V >
1

2K
sup
j

2j/2
2j−1∑
n=0

|〈f, ψj,n〉| =
1

2K
||f ||∗1,1,∞.

Theorem 16. Let f ∈ BV ([0, 1]). For M > 2q,

εl(M,f) = O(||f ||2VM−1) and εn(M,f) = O(||f ||2VM−2).

Proof. For the linear approximation rate, note that there exists 2j wavelet coefficients at scale 2j and in VL,
there are

∑L−1
j=0 2j = 2L wavelets. So,

εl(2
L, f) =

∞∑
j=L

2j−1∑
n=0

|〈f, ψj,n〉|2 .

From Theorem 15,

2j−1∑
n=0

|〈f, ψj,n〉|2 6

2j−1∑
n=0

|〈f, ψj,n〉|

2

6 A−22−j ||f ||2V .

Therefore,

εl(2
L, f) 6

∞∑
j=L

A−22−j ||f ||2V = O(||f ||2V 2−L),

as required.

For the nonlinear approximation error, let frB[k] denote the wavelet coefficient of rank k, excluding the scaling
coefficients 〈f, ϕJ,n〉 (since their values cannot be controlled by ||f ||V ). Suppose for now that

|frB[k]| 6 B0||f ||V k−3/2, ∀f ∈ BV ([0, 1]). (11)

Then, we have the required conclusion:

εn(M,f) =

∞∑
k=M−2J+1

|frB[k]|2 . ||f ||2VM−2.
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It remains to prove (11). For each j ∈ N, let frB[j, k] denote the wavelet coefficient of rank k at scale j.
Then, by Theorem 15,

2j−1∑
n=0

|〈f, ψj,n〉| 6 A−12−j/2||f ||V .

So, we may apply Theorem 11 to deduce that

|frB[j, k]| 6 A−12−j/2||f ||V k−1 =: C2−j/2k−1.

So, at scale j, the number of coefficients kj with absolute value greater than or equal to T satisfy

kj 6 min{C2−j/2T−1, 2j}

So, the total number of coefficients with absolute value at least T is∑
j>J

kj 6
∑
j>J

min{C2−j/2T−1, 2j}

=
∑

2j6C2/3T−2/3

2j +
∑

C2/3T−2/3<2j

C2−j/2T−1 6 2C2/3T−2/3 + CT−1C
−1/3T 1/3

1− 2−1/2

6 6(CT−1)2/3 = 6A−2/3||f ||2/3V T−2/3.

So, if T = |frB[k]|, then there are at least k coefficients with absolute value at least T and therefore, it follows
that

|frB[k]| 6 63/2A−1||f ||V k−3/2.

9.4 Remarks for the 2 dimensional case

We make some remarks about approximation with wavelet bases in two dimensions. More details can be
found in Chapter 9 of A wavelet tour of signal processing: the sparse way. In 2D, again considering wavelet
bases of L2[0, 1]2 with q vanishing moments and Cq:

1. f is uniformly Lipschitz-α with α ∈ (0, q) implies that εl(N, f) = O(||f ||C̃αN
−α). This is in fact the

optimal decay rate for such functions.

2. If f ∈ BV ∩ L∞, then εl(N, f) = O(||f ||V ||f ||∞N−1/2).

3. If f ∈ BV , then εn(N, f) = O(||f ||2VN−1).

4. If f is piecewise Cα, then εn(N, f) = O(N−1). This is different from what happend in the 1D case.
In 1D, given K discontinuities, there are O(1) coefficients at each scale whose support intersect this
discontinuity and when considering the nonlinear error, the error inccured by these coefficients become
insignificant. On the other hand, in 2D, one can check that if f is discontinuous along some curve in
the plane, then there will be O(2j) wavelets at scale j whose support intersects this curve. Thus, for
the approximation of piecewise Cα functions, wavelets are no longer optimal.
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A Some terminology and results from Analysis

• Let H be a linear space over either R or C. A scalar product on H is a function 〈·, ·〉 from H×H into
scalars such that

〈x, y〉 = 〈y, x〉
〈αx1 + βx2, y〉 = α〈x1, y〉+ β〈x2, y〉

〈x, x〉 > 0

〈x, x〉 = 0 ⇐⇒ x = 0.

In this case, ||x|| =
√
〈x, x〉 is a norm, i.e.

||x+ y|| 6 ||x||+ ||y||
||αx|| = |α| ||x||
||x|| = 0 ⇐⇒ x = 0.

A linear space H equipped with a scalar product is called a Hilbert space if H is complete as a metric
space with the metric d(x, y) = ||x− y||.

• L2(R) is a Hilbert space with inner product 〈f, g〉 =
∫
f(x)g(x)dx and norm ||f ||L2 =

√∫
|f(x)|2.

• Given g, f ∈ H some Hilbert space, we have the Cauchy-Schwarz inequality |〈f, g〉| 6 ||f ||||g||.

• Let X be a linear space over R or C. X is a Banach space if it is equipped with a norm || · || and is
complete with the metric d(x, y) = ||x− y||.

• We say that f ⊥ g if 〈f, g〉 = 0.

• {fj}j∈Z is an orthonormal sequence if 〈fn, fm〉 = δn,m =

{
1 n = m,

0 n 6= m.

• Given any orthonormal system {fj}j∈Z of a Hilbert space H,
∑
k∈Z |〈f, fj〉|

2 6 ||f || with equality if it
is a basis of H.

Properties of the Fourier transform

• For f ∈ L1(R) ∩ L2(R), the Fourier transform of f is defined by

f̂(ξ) =

∫
R
f(x)e−ixξdx.

• The inverse Fourier transform is defined by

ǧ(x) =
1

2π

∫
R
g(ξ)eixξdξ.

• If f̂ , f ∈ L1, then
ˇ̂
f = f .

• The Plancherel equality is 〈f, g〉 = 1
2π 〈f̂ , ĝ〉.

• The Fourier transform extends to all f ∈ L2(R), and U : f 7→ 1√
2π
f̂ is a unitary operator, i.e.

||Uf || = ||f ||.
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• If f, h ∈ L1(R), then g = h ? f ∈ L1 and ĝ(ω) = f̂(ω)ĥ(ω).

• f is bounded and p times differentiable if∫ ∣∣∣f̂(ω)
∣∣∣ (1 + |ω|p)dω <∞

In particular, if there exists K, ε > 0 such that∣∣∣f̂(ω)
∣∣∣ < K

1 + |ω|p+1+ε ,

then f ∈ Cp.

• If f̂ has compact support, then f ∈ C∞.

• If f = 1[−T,T ], then
∣∣∣f̂(ω)

∣∣∣ ∼ |ω|−1
.

• (Poisson Summation Formula) For all f ∈ S(R) (the space of Schwarz functions),
∑
n f(x+ 2πn/T ) is

a 2π/T -periodic function and ∑
n∈Z

f̂(nT )eiTnt =
2π

T

∑
k∈Z

f

(
t+

2πk

T

)
.

Letting t = 0 yields the Poisson Summation Formula∑
n∈Z

f̂(nT ) =
2π

T

∑
k∈Z

f

(
2πk

T

)
.

Phrased differently, in the sense of distributions,∑
n∈Z

e−inT · =
2π

T

∑
k∈Z

δ

(
· − 2πk

T

)
,

where δ is the Dirac measure.

Lebesgue integration theorems

Theorem A.1 (Fatou’s lemma). Suppose that {fk}∞k=1 and f are nonnegative and integrable. Then,∫
Rn

lim inf
k→∞

fk(x)dx 6 lim inf
k→∞

∫
Rn
fk(x)dx.

Theorem A.2 (Monotone Convergence Theorem). Assume that {fk}∞k=1 are measurable, with

f1 6 f2 6 · · · 6 fk 6 fk+1 6 · · · ,

then ∫
Rn

lim
k→∞

fk(x)dx = lim
k→∞

∫
Rn
fk(x)dx.

Theorem A.3 (Dominated Convergence Theorem). Assume that the functions {fk}∞k=1 are integrable and

fk → f a.e.

Suppose that
|fk| 6 g a.e.,

for some integrable function g. Then,

lim
k→∞

∫
Rn
fk(x)dx =

∫
Rn
f(x)dx.
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